Social networks and organizational helping behavior: Experimental evidence from the helping game
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ABSTRACT
This paper studies the causal impact of social ties and network structure on helping behavior in organizations. We introduce and experimentally study a game called the ‘helping game,’ where individuals unilaterally decide whether to incur a cost to help other team members when helping is rivalrous good. We find that social ties have a strong positive effect on helping behavior. Individuals are more likely to help those with whom they are connected, but the likelihood of helping decreases as the social distance between individuals increases. Additionally, individuals who are randomly assigned to be more central in the network are more likely to help others.
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1 Introduction

The success of organizations greatly depends on the helping behavior of its members. Organizational helping behavior has been investigated in many empirical studies\(^1\) and has been shown to be responsible for enhanced organizational performance (e.g., Sundstrom et al., 1990; Cohen and Bailey, 1997; Podsakoff et al., 2000; Chiaburu and Harrison, 2008). Although helping plays a crucial role in understanding performance in organizations, economists have not given much attention to organizational helping behavior, unlike other types of prosocial behavior such as generosity and cooperation.

In this paper, we experimentally study organizational helping behavior. We introduce a new game called the “helping game,” where each person unilaterally decides whether to help as many group members as they want. In the game, helping is costly to the helper but is beneficial to the group member being helped such that it increases total payoffs. Hence, the most efficient outcome occurs when everyone helps each other. Importantly, even though helping more people is more efficient, the more people a person helps, the smaller the benefit received by each individual helped. In other words, helping is rivalrous. Our game is related to, but is distinct from, two games that examine prosocial behavior: dictator games and common pool resource games. Dictator games (Forsythe et al., 1994) measure generosity. Namely, how much money people give away unilaterally to others. Our helping game is different because the benefits of helping are rivalrous, and there is scope for group members to help each other. Common pool resource games (Ostrom et al., 1994) capture individuals’ willingness to cooperate to preserve a rivalrous common resource. Unlike our helping game, cooperation in the common pool resource game benefits everyone in the group. In other words, the benefits of cooperation are non-excludable, whereas in the helping game, individuals can help a subset of people in their group and exclude others.\(^2\)

An important empirical finding from field studies is that helping behavior is strongly associated with social ties (e.g., Stoller and Pugliesi, 1991; Hill et al., 2021). However, since these studies use correlational data, it is hard to identify whether social ties promote helping or whether helping leads to the formation of social ties. We examine the causal impact of social ties and network structure on helping behavior by varying exogenously the social network of group members in the helping game. We implemented five different network structures and randomly assigned group members to positions in these networks to systematically study the

---

\(^1\)Helping in organizations is examined in the context of organizational citizenship behavior (Organ, 1988), prosocial organizational behavior (Brief and Motowidlo, 1986), organizational spontaneity (George and Brief, 1992), contextual performance (Borman and Motowidlo, 1993), and extra-role behavior (Van Dyne et al., 1995).

\(^2\)Our helping game is also distinct from public goods games, which has been studied extensively by experimental economists (for a review of the literature, see Ledyard, 1995; Chaudhuri, 2011). The public goods game differs from the helping game as it studies cooperation to provide goods that are both non-excludable and non-rivalrous.
effect of two important characteristics: distance between nodes and degree centrality.

As suggested by the contact hypothesis of Allport et al. (1954), social distance in networks—the length of the shortest path length between two individuals—has been shown to be an important determinant for prosocial behavior (e.g., Hoffman et al., 1996; Charness and Gneezy, 2008; Leider et al., 2009; Goeree et al., 2010; Branas-Garza et al., 2010; Fatas et al., 2010). Hence, the distance between two group members is potentially an important determinant of helping behavior in the helping game. Unlike previous studies that measure social distance in existing friendship networks (e.g., Leider et al., 2009; Goeree et al., 2010; D’Exelle and Riedl, 2013), we induce social ties between strangers and exogenously vary the distance between them in the social network. This method allows us to randomly assign distance and measure its causal effect on helping. We expect that participants will be more likely to help those with whom they are linked but that this likelihood will decrease as the distance between two group members increases.

A second network characteristic that has been shown to predict prosocial behavior is degree centrality. Namely, it is often found that individuals with a higher number of ties tend to be more cooperative and more likely to help others (e.g., Farmer and Rodkin, 1996; Settoon and Mossholder, 2002; Wasko and Faraj, 2005; D’Exelle and Riedl, 2013). However, a longstanding question in this literature is whether this empirical finding is due to more prosocial individuals forming more ties or because having ties makes individuals more prosocial (Burt, 1992; Simpson and Willer, 2015). By randomly assigning individuals to varying levels of degree centrality, we can test whether higher degree centrality alone increases an individual’s propensity to help others.

We randomly generate social ties between group members in the helping game by allowing participants to communicate with chat messages with some participants but not with others. Introducing communication in our experiment mirrors two defining features of social ties in organizations (Lott and Lott, 1965; Carron et al., 1985). First, there is compelling evidence that free-form communication foments closer emotional interactions and enhances group identities (e.g., Chen and Li, 2009; Bichieri et al., 2010; Andreoni and Rao, 2011; Kuwabara, 2011; Brandts et al., 2016; Wang and Houser, 2019). Second, communication has been shown to be a very effective way of aligning expectations to reduce strategic uncertainty and facilitate coordination (see Duffy and Feltovich, 2002; Brandts and Cooper, 2007; Brandts et al., 2019). Given these effects of communication, it is not surprising that it has been used to measure social networks in various settings (Schwartz and Wood, 1993; Diesner et al., 2005; Kossinets and Watts, 2006; Panzarasa et al., 2009). In addition, studying the impact of communication per se is of interest given that communication and productivity have been found to be positively correlated in organizations (Hellweg and Phillips, 1982).

Our results show that social ties have a strong positive effect on helping behavior, but their
impact depends on the network structure. First, while individuals who are connected in the social ties network are more likely to help each other, the likelihood of helping decreases as the distance between them increases. Second, we find that individuals who were randomly assigned to more central positions have higher helping rates. Interestingly, the impact of social ties on helping can be fully accounted for by the combined effects of distance between nodes and degree centrality. Finally, we find that social ties matter not only to establish helping behavior but also to sustain this behavior over time. Specifically, distance in the network and degree centrality are still significant determinants of helping for pairs of individuals with an established history of mutual help.

This paper is related to the literature that examines ‘helping’ using laboratory experiments. In this literature, helping is studied in the context of indirect reciprocity. Namely, acting prosocially towards a stranger because they have been prosocial to others (Nowak and Sigmund, 1998). This research demonstrates that helping as indirect reciprocity is common (e.g., Wedekind and Milinski, 2000; Seinen and Schram, 2006) and is substantially motivated by reputation-building considerations (Engelmann and Fischbacher, 2009). Our conceptualization of helping behavior is very different. In our game, individuals can help more than one person, and help occurs within a group of people who interact with each other repeatedly. Moreover, we focus on understanding how different social networks impact overall helping.

This paper also contributes to the larger experimental literature on prosocial behavior and communication using games such as the dictator, common-pool resource, and public good games. Within this literature, it is a well-established result that free-form communication, which fosters social ties, has a strong positive effect on prosocial behavior (Davis and Holt, 1993; Ostrom, 2000; Chaudhuri, 2011). This literature mostly focuses on the complete communication network, where everybody can communicate with each other. Nevertheless, there are some studies that focus on other communication structures. These include one-way communication (e.g., Koukoumelis et al., 2012; Andreoni and Rao, 2011), communication within subgroups (e.g., Polzer et al., 2001; Angelovski and Reuben, 2023), and communication when some individuals are excluded (Abbink et al., 2021). These studies typically find that partial communication works less well in promoting prosocial behavior compared to cases where all individuals in the group can communicate with each other. Our study contributes to this literature by showing that differences in prosocial behavior between different communication structures can be quantified as the effect of two network characteristics: distance and degree centrality.

Finally, this paper contributes to the literature on the effects of different communication network structures on coordination games. The findings of this literature suggest that network

---

3In contest settings, intra-group communication has been found to increase effort, whereas inter-group communication decreases it (Sutter and Strassmair, 2009; Cason et al., 2012, 2017).

4There is also a literature that focuses on the effects of network structure on actions. See Kosfeld (2004) and
characteristics, such as clustering and centrality, matter for the outcome. For instance, Charness et al. (2021) show that a zero-clustering network promotes more efficient coordination than a positive-clustering network in stag hunt games. Brandts and Cooper (2018) show that, in a decentralization game, the total surplus is higher in a centralized network structure than in a decentralized network structure due to better coordination between divisions of a firm. Finally, Choi and Lee (2014) find that complete networks (as opposed to star, kite, and line networks) promote the highest rate of coordination and the most symmetric distribution of outcomes in a battle of the sexes game. They also show that one’s position in the network matters: hub players manage to coordinate more often on their favorable outcome than periphery players.

2 Experimental design

2.1 Helping game

In the helping game consists of \( i \in \{1, \ldots, n\} \) players in an organization. Each player \( i \) simultaneously decides whether or not to help each other player \( j \neq i, h_{i \rightarrow j} \in \{0, 1\} \). Helping is costly to the helper but benefits the player being helped. More specifically, if we denote the number of players \( i \) helps as \( H_i = \sum_{j \neq i} h_{i \rightarrow j} \), then \( i \)'s total cost of helping is given by the cost function \( C_i(H_i) \) and the benefit to each player \( j \) that \( i \) helps is given by the benefit function \( b_{i \rightarrow j}(H_i) \). Thus, \( i \)'s payoff is given by

\[
\pi_i = \sum_{j \neq i} h_{j \rightarrow i} \times b_{j \rightarrow i}(H_j) - C_i(H_i).
\]

To describe the characteristics of the helping game, it helps to denote the total benefit generated by \( i \)'s help as \( B_i(H_i) = \sum_{j \neq i} h_{i \rightarrow j} \times b_{i \rightarrow j}(H_i) \) and the efficiency of \( i \)'s help as \( E_i(H_i) = B_i(H_i) - C_i(H_i) \). We assume that helping increases efficiency, i.e., \( E_i' > 0 \), but this increase is decreasing in the number of players \( i \) helps, \( E_i'' < 0 \). Moreover, we also assume that all players that \( i \) helps receive the same individual benefit from \( i \)'s help and this benefit is decreasing in the number of players helped by \( i \).

In the experiment, we implement organizations of \( n = 6 \) subjects. Each subject in an organization is identified with a label: A, B, C, D, E, or F. The costs and benefits of helping (in points) are shown in Table 1. Hence, for example, if subject A helps only C and F, then both C and F get 63 points from A’s help, the total benefit generated by A is 126 points, A’s total cost of helping is 38 points, and the increase in efficiency is 89 points. Note that C and F do not need to help A to receive the benefits generated by A’s helping decision.

Subjects played the helping game for 15 periods. The composition of the organizations and the subjects’ labels did not change during the experiment.

Choi et al. (2016) for reviews of this literature.
Table 1. Helping payoff matrix for subject $i$

<table>
<thead>
<tr>
<th>The number of people $i$ helps</th>
<th>Total cost of $i$’s help $C_i(H_i)$</th>
<th>Total benefit of $i$’s help $B_i(H_i)$</th>
<th>Benefit received by each person helped by $i$ $B_i(H_i)/H_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>126</td>
<td>63</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>165</td>
<td>55</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
<td>192</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>58</td>
<td>210</td>
<td>42</td>
</tr>
</tbody>
</table>

2.2 Procedures

The experiment was programmed in z-Tree (Fischbacher 2007) and was conducted at the Behavioral and Experimental Laboratory (BEELab) of Maastricht University in November 2016. Subjects were undergraduate students recruited with ORSEE (Greiner 2015). We used standard experimental economics procedures such as monetary incentives, anonymous interaction, neutral framing, and no deception.

Upon arrival, each subject was randomly assigned to a seat in the laboratory. After that, subjects read the instructions and answered a few understanding questions (a sample of the instructions is available in Appendix D). Once everyone was ready, subjects played the fifteen periods of the helping game.

To facilitate subjects’ understanding of the consequences of their helping decisions, we used an interactive screen. The screen shows a visual representation of who the subject is helping and the benefit each person receives as a result of their help. Subjects could also observe who they helped and who helped them in previous periods. The screen is presented in Figure A1 and is explained in detail in Appendix A.

To avoid losses, each subject started each period with an endowment of 100 points. At the end of the experiment, the points from all 15 periods were summed up, converted to money, and paid to the subjects in private. Points were converted to Euros at a rate of 100 points = €0.56. Average earnings were around €20.00, and the experiment lasted around 45 minutes. In total, we have 258 subjects playing in 43 organizations.

2.3 Communication

To generate social ties between group members, we allow participants to communicate with each other according to a communication network. We implement five different communication networks to capture different types of social structures typically found in organizations.
Figure 1. Communication networks used in the experiment

Organizations were randomly assigned to one of these networks, which remained unchanged throughout the entire experiment. In all networks with communication, subjects get the chance to chat for three minutes at the beginning of every third period, starting from the first period.\(^5\)

Subjects can chat freely but are instructed not to reveal identifying information or use bad language.

The five different communication networks are visualized in Figure 1. They are:

a. The **empty** network in which there is no communication between subjects.

b. The **two clusters** network in which the organization is divided into two separate groups. Subjects communicate within their group, and there is no communication between groups. In this network, we implement one chat box for each group.

c. The **core-periphery star** network in which there is a core of three subjects who are connected to each other and a periphery of three subjects, each connected to one of the subjects in the core. We implemented this by giving subjects in the core two chat boxes, one to communicate with their periphery subject and the other to communicate

\(^5\)As Bochet et al. (2006) and Muñoz Herrera and Reuben (2023), we introduce the communication stage every three periods instead of every period so that the experiment does not last too long. The effect of communication has been shown to be strong enough to promote prosociality even if it does not occur every period (e.g., see Bochet et al., 2006; Koukoumelis et al., 2012; Muñoz Herrera and Reuben, 2023).
simultaneously with all core subjects.

d The circle network in which each subject communicates independently with their two direct neighbors. For example, in Figure 1D, subject A can communicate with B and F in separate chat boxes.

e The complete network in which all six subjects can communicate with each other in a single chat box.

We use these networks because they are often used as stylized models of different social structures, and some of them emerge as the equilibrium outcome in various theoretical models of social network formation (for an overview, see Goyal, 2023). They are also used in studies of communication within organizations (Choi and Lee, 2014).

3 Empirical strategy

We measure the effect of social ties on helping through different channels. We model subject $i$’s decision to help subject $j$ as a function of network characteristics and their position in the network. Specifically, subject $i$’s likelihood to help group member $j$ is given by:

$$h_{ij} = \alpha + \beta d_{ij}^{-1} + \gamma n_i + \zeta K.$$ (1)

The equation has the following parameters.

- $\alpha$ is a constant that captures the likelihood of helping without social ties.

- $\beta$ is the weight subjects give to social distance as a motivation for helping. In line with the contact hypothesis (Allport et al., 1954) and the empirical literature on the impact of social networks on prosocial behavior (Hoffman et al., 1996; Charness and Gneezy, 2008; Leider et al., 2009; Goeree et al., 2010; Branas-Garza et al., 2010; Fatas et al., 2010), we model the effect of social distance as a function of the shortest path length between subjects in the social network. The variable $d_{ij}$ equals the shortest path length between $i$ and $j$. For example, if $i$ and $j$ can communicate with each other directly, then $d_{ij} = 1$, while if they cannot communicate directly but have a common neighbor with whom they both communicate, then $d_{ij} = 2$. If there is no communication path between $i$ and $j$, then $d_{ij} = \infty$. Following the literature on social networks, we allow the effect of social distance to depend on a parameter $\delta \in (0, 1]$, which captures the rate at which the impact of social ties decays as the distance between subjects increases (Jackson and Wolinsky, 1996; Bala and Goyal, 2000). If $\delta < 1$, there is some decay, and if $\delta = 1$, there is no decay.

- $\gamma$ captures the effect of a subject’s randomly-assigned position in the network. Specifically, it measures the impact of their degree centrality $n_i$ (i.e., the number of subjects $i$ can directly communicate with) on their helping behavior.
\( \cdot \) \( K \) is the dummy variable that takes a value of 1 if there are any social ties within the organization and 0 otherwise. Hence, the coefficient \( \zeta \) captures the effect of social ties on helping that cannot be explained by social distance or degree centrality.

If we assume that all these parameters have positive values, we can predict that the total amount of help in the different networks will have the following ordering: **complete** > **circle** = **core-periphery star** > **two clusters** > **empty** (see Appendix C for details). In the next section, we will use the exogenous variation in the presence of social ties, social distance, and degree centrality induced by randomly assigning subjects to the different networks and to positions within those networks to estimate the value of each parameter.

### 4 Results

A first look at the data suggests that helping is common in our experiment. Figure 2 depicts the mean helping rate in each network (bars) and their corresponding 95% confidence intervals (error bars). To test whether differences in helping between network structures are statistically significant, we run a probit model with the subjects helping decision as the dependent variable and network dummies as independent variables. We use subject random effects and cluster standard errors at the organization level. We evaluate differences between coefficients with pairwise Wald tests.\(^7\)

Without the possibility to communicate, subjects manage to help each other substantially.

---

\(^6\)The predicted total amount of help equals \( 6 \times (\alpha + \beta \delta + 5\gamma + \zeta) \) in **complete**, \( 6 \times (\alpha + \frac{1}{2} \beta(2\delta^1 + 2\delta^2 + \delta^3) + 2\gamma + \zeta) \) in **circle** and **core-periphery star**, \( 6 \times (\alpha + \frac{1}{2} \beta \delta^1 + 2\gamma + \zeta) \) in **two clusters**, and \( 6 \times \alpha \) in **empty**.

\(^7\)Our results carry through with other specifications, such as a linear probability model, or with pairwise non-parametric tests with organization means as observations.
In the empty network, the helping rate is 78.1%. This high helping rate is consistent with the literature showing that the possibility of exclusion in networks is a strong motivator for cooperative behavior (e.g., Cinyabuguma et al., 2005).

In line with the literature on the effects of communication on prosocial behavior, when subjects are able to communicate with everyone in their organization, helping becomes ubiquitous. The helping rate in the complete network is 99.6%.

Interestingly, consistent with the idea that communication foments social ties, the helping rate in the three networks with partial communication is significantly higher than in the empty network ($p < 0.024$) but significantly lower than in the complete network ($p < 0.003$).

4.1 Help and social network characteristics

In this subsection, we analyze whether the differences in help observed between the various network structures can be explained by the social distance between subjects and their degree centrality.

Figure 3A shows the mean likelihood that a subject helps someone depending on the social distance between them. The likelihood of helping is lowest when two subjects are not accessible to each other and gradually increases as the social distance between them decreases. Figure 3B shows the mean likelihood of helping depending on the number of other subjects a subject has social ties with. The likelihood of helping others increases with degree centrality.

Next, we evaluate the impact of social distance and degree centrality simultaneously by estimating the parameters of equation 1 using non-linear least squares regressions. In all regressions, we cluster standard errors on organizations. The estimated parameters, in percentage

---

Pairwise tests indicate that the helping rate in the circle network is significantly higher than in two clusters ($p = 0.013$) but not higher than in the core-periphery star ($p = 0.145$). There is no difference between the two clusters and the core-periphery star ($p = 0.489$).
points, are shown in Table 2.\textsuperscript{9}

In regression I, we include only the constant \(\alpha\), which captures the likelihood of helping without social ties, and \(\zeta\), which in this regression captures the mean effect of social ties on helping across all network structures. On average, helping in networks with social ties is 15.7 percentage points higher.

In regression II, we add the parameters measuring the effect of social distance between the helper and the helpee, \(\beta\) and \(\delta\). The estimated parameters suggest that being able to directly communicate with a helpee significantly increases the likelihood of helping by 14.7 percentage points (compared to the empty network). The fact that \(\delta\) is significantly positive further shows that indirect communication also increases help. Moreover, the fact that the estimated \(\delta\) is less than one suggests that the effect of communication decays with social distance. For example, the point estimate for \(\delta\) implies that having a social distance of \(d_{ij} = 2\) increases the likelihood of helping by 10.0 percentage points. However, we should note that the estimated \(\delta\) is not significantly different from one (Wald test, \(p = 0.133\)), and hence we cannot conclusively say whether there is decay.\textsuperscript{10} Interestingly, once we account for the impact of social distance, the estimate for \(\zeta\) shrinks to less than a third and is no longer statistically significant, suggesting that social distance explains a substantial fraction of the impact of social ties on helping.

In regression III, we include the parameter for degree centrality, \(\gamma\). We find that even after accounting for the effect of social distance, there is a small but positive effect of degree centrality. Namely, being randomly assigned to a more central position in the network significantly increased the subjects’ helping behavior. Accounting for degree centrality further decreases the estimate of \(\zeta\), which is now very close to zero. In other words, the impact of social ties on helping can be fully explained by the combined impact of social distance and degree centrality.\textsuperscript{11}

In the next regressions, we explore the dynamics of helping behavior by looking at reciprocal helping. In regressions IV, V, and VI, we estimate the same specifications, but we restrict the sample to helpers who were helped by the helpee in the previous period. In regressions VII, VIII, and IX, we further restrict the sample to pairs of subjects who helped each other in the previous period.

As one would expect, previous help is positively associated with a higher likelihood of

\textsuperscript{9}The estimated parameters are very similar with maximum likelihood estimation and if we include subject random effects.

\textsuperscript{10}If we allow for a more flexible specification where we introduce each social distance as a dummy variable, we find that increasing social distance from \(d_{ij} = 1\) to \(d_{ij} = 2\) results in a marginally significant decrease in the likelihood of helping (\(p = 0.079\)), but a further increase from \(d_{ij} = 2\) to \(d_{ij} = 3\) does not have an additional effect (\(p = 0.589\)).

\textsuperscript{11}As a robustness check, in Appendix B, we rerun the specification of regression III multiple times, excluding one of the network structures each time. We find that the estimated parameters are robust to the exclusion of specific network structures.
Table 2. Determinants of the probability of helping another subject

*Note: Non-linear least squares regressions of subject $i$'s probability of helping subject $j$ (see equation 1). Robust standard errors clustered on organizations are in parentheses. ** and * indicate statistical significance at 0.01 and 0.05.*

<table>
<thead>
<tr>
<th>All periods</th>
<th>Received help in previous period</th>
<th>Mutual help in previous period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>Baseline help ($\alpha$)</td>
<td>78.12**</td>
<td>78.12**</td>
</tr>
<tr>
<td></td>
<td>(3.74)</td>
<td>(3.74)</td>
</tr>
<tr>
<td>Social ties ($\zeta$)</td>
<td>15.65**</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>(4.07)</td>
<td>(7.10)</td>
</tr>
<tr>
<td>Social distance ($\beta$)</td>
<td>14.71*</td>
<td>13.22*</td>
</tr>
<tr>
<td></td>
<td>(6.03)</td>
<td>(6.05)</td>
</tr>
<tr>
<td>Decay ($\delta$)</td>
<td>0.68**</td>
<td>0.76**</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Degree centrality ($\gamma$)</td>
<td>1.10**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td></td>
</tr>
</tbody>
</table>

| Observations         | 19,350 | 19,350 | 19,350 | 16,719 | 16,719 | 16,719 | 16,044 | 16,044 | 16,044 |
| Clusters             | 43     | 43     | 43     | 43     | 43     | 43     | 43     | 43     | 43     |
| $R^2$                | 0.047  | 0.073  | 0.075  | 0.022  | 0.031  | 0.032  | 0.016  | 0.021  | 0.023  |

helping. In the absence of social ties, on average, 88.2% of subjects who were helped in the previous period reciprocate by helping in the following period. At 91.3%, this fraction is even higher for pairs of subjects who previously helped each other.

Remarkably, we find that social ties have qualitatively similar effects. First, both lower social distance and higher degree centrality significantly increase the likelihood of helping. Second, accounting for the impact of these two variables explains the overall impact of communication on helping. Understandably, the estimated impact is smaller in magnitude since helping levels are already very high. In other words, we find that social ties play a role in sustaining helping behavior even after a reciprocal helping relationship has been established.

5 Conclusion

In this study, we explore experimentally the relation between social ties and organizational helping behavior, a pivotal determinant of organizational success. We devise a novel game called the “helping game” in which helping is rivalrous and costly for the helper but beneficial for the recipient, with the optimal outcome occurring when everyone helps each other. We vary the social network structure in which individuals are embedded by allowing them to communicate with some individuals in the organization but not with others. This allows us to generate social
ties exogenously and determine the causal impact of two key network characteristics on helping behavior: the social distance between individuals and their degree centrality.

Our findings demonstrate that exogenously-formed social ties have a significantly positive impact on helping behavior. However, their impact is contingent upon the network structure. Our first finding is that both direct and indirect social ties increase helping behavior, with the propensity to help diminishing as the social distance between individuals increases. This finding implies that direct contact between individuals in an organization is important to foment helping behavior. From the perspective of the literature on the effects of free-form communication on prosocial behavior, this finding is also telling. The fact that indirect communication is less effective than direct communication in promoting helping suggests that even though communication is unrestricted, intermediaries do not transmit all the relevant information or are unable to convey it in the same way.

Our second main finding is that individuals who were randomly assigned to more central positions in the network exhibit higher helping rates, even after controlling for the effects of social distance. This finding contributes to the ongoing discussion on network position and prosocial behavior (e.g., Farmer and Rodkin, 1996; Settoon and Mossholder, 2002; Wasko and Faraj, 2005; D’Exelle and Riedl, 2013). Our results demonstrate that an individual’s position within the network causally influences their helping behavior. We find this to be an intriguing result since we are unaware of a well-established psychological mechanism that could explain why an exogenous increase in an individual’s number of social ties leads to an increase of their prosocial behavior within the framework of the helping game, where individuals can target helping decisions and all actions are public information. Due to our experimental design, which doesn’t allow for the endogenous formation of social ties, we are unable to compare the influence of degree centrality on helping behavior with the reverse influence of helping behavior on degree centrality. We think that investigating this comparison would be a promising avenue for future research.

Importantly, we show that the effect of social ties on helping behavior can be captured by a simple model that combines an effect for social distance and one for degree centrality. Hence, even though we focus on specific network structures, the model’s estimated parameters can be used to predict helping patterns in other networks.

In our experiment, we did not include a cost for social ties. Hence, the network structure that maximizes payoffs is the full network. However, if social ties are costly, then the model can help us determine the network structure that maximizes help at the lowest cost. Finally, we find that social ties are not only instrumental in establishing helping behavior but are also important in maintaining this behavior over time. More specifically, within pairs of individuals

12For linear costs, the optimal network structure is the star network for intermediate linking costs (see, Bala and Goyal, 2000). However, other structures might be optimal if costs are non-linear.
with an established history of mutual help, distance within the network and degree centrality continue to be significant determinants of helping behavior.
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Appendices

A  Decision screen

Figure A1 shows the screen seen by subjects when making their helping decision. Subjects were randomly assigned to labels A, B, C, D, E, or F and kept the label throughout the experiment. The screen is seen from the point of view of subject A in period one. On the upper-left part of the screen, A decides whom to help. The figure located on the upper-right part of the screen is a visual representation of who is helped by A and the benefit each person receives as a result of A’s helping decision. Once A decides to help someone and chooses ‘yes’ on the upper left part of the screen, a blue line between A and this group member is formed on the upper-right part of the screen. In the example shown in the figure, A helps C and F. Also, A observes the benefits generated by her helping decision by looking at the number next to each label. Once A finalizes her helping decision, she presses the OK button and moves to the next period. The lower part of the screen shows the points others received from A’s helping behavior in previous periods (left) and the points A received from the helping decisions of other group members in previous periods (right).

![Figure A1. Screenshot of helping decision screen](image)

B  Robustness of parameter estimates to specific network structures

Table A1 shows the parameter estimates of equation 1 (regression III in Table 2) when we exclude one network structure at a time. Note that when we exclude either the empty or the two clusters networks, we cannot estimate the parameter $\zeta$ since pairs that share a social tie perfectly coincide with pairs in networks where social ties are present.

By and large, the point estimates of the various parameters are stable to the exclusion of specific network structures. The standard deviations increase. Mostly noticeably, the standard
deviation of the decay parameter $\delta$ in the regression where we exclude the circle network increases to the point where the parameter is no longer significantly different from zero. We do not find this surprising since the circle network is the network that generates the greatest variation in social distances in our experiment.

Table A1. Probability of helping excluding one network structure at a time

Note: Non-linear least squares regressions of subject $i$’s probability of helping subject $j$ (see equation 1). Robust standard errors clustered on organizations are in parentheses. ** and * indicate statistical significance at 0.01 and 0.05.

<table>
<thead>
<tr>
<th>Network structure excluded from sample</th>
<th>Empty</th>
<th>Two clusters</th>
<th>C.-P. star</th>
<th>Circle</th>
<th>Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline help ($\alpha$)</td>
<td>80.89**</td>
<td>78.14**</td>
<td>78.12**</td>
<td>78.12**</td>
<td>78.12**</td>
</tr>
<tr>
<td></td>
<td>(6.13)</td>
<td>(3.75)</td>
<td>(3.75)</td>
<td>(3.75)</td>
<td>(3.75)</td>
</tr>
<tr>
<td>Social ties ($\zeta$)</td>
<td>3.45</td>
<td>2.77</td>
<td>3.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.19)</td>
<td>(7.09)</td>
<td>(7.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social distance ($\beta$)</td>
<td>13.22*</td>
<td>15.34**</td>
<td>14.39*</td>
<td>12.68*</td>
<td>13.21*</td>
</tr>
<tr>
<td></td>
<td>(6.07)</td>
<td>(4.28)</td>
<td>(6.03)</td>
<td>(6.04)</td>
<td>(6.07)</td>
</tr>
<tr>
<td>Decay ($\delta$)</td>
<td>0.76**</td>
<td>0.82**</td>
<td>0.89**</td>
<td>0.50</td>
<td>0.76**</td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(0.11)</td>
<td>(0.11)</td>
<td>(0.46)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>Degree centrality ($\gamma$)</td>
<td>1.10**</td>
<td>1.22**</td>
<td>0.73**</td>
<td>1.15**</td>
<td>0.96**</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.38)</td>
<td>(0.17)</td>
<td>(0.23)</td>
<td>(0.80)</td>
</tr>
<tr>
<td>Observations</td>
<td>15,300</td>
<td>15,300</td>
<td>15,750</td>
<td>15,300</td>
<td>15,750</td>
</tr>
<tr>
<td>Clusters</td>
<td>34</td>
<td>34</td>
<td>35</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.051</td>
<td>0.083</td>
<td>0.093</td>
<td>0.074</td>
<td>0.054</td>
</tr>
</tbody>
</table>

C Predictions of equation 1

Table A2 shows the predicted level of help for each pair of positions in each network structure according to the model presented in equation 1. Positions are labeled as A, B, C, D, E, or F and can be seen in Figure 1. The likelihood that a player in position $i$ helps a player in position $j$ if given by $h_{i \rightarrow j}$. For example, take player A’s likelihood of helping player C.

- In the complete network, A’s likelihood of helping C is $h_{A \rightarrow C} = \alpha + \beta \delta^2 + 5\gamma + \zeta$ in the as A has a degree centrality of 5 and A’s distance to C equals 1.

- In the core-periphery star network, A’s likelihood of helping C decreases to $h_{A \rightarrow C} = \alpha + \beta \delta^3 + \gamma + \zeta$ as A’s degree centrality equals 1 and A’s distance to C equals 3.

- In the circle network, A’s likelihood of helping C is also lower than in the complete network. It equals $h_{A \rightarrow C} = \alpha + \beta \delta^2 + 2\gamma + \zeta$ since A has a degree centrality of 2 and A’s
distance to C is 2.

- In the **two clusters** network, A’s likelihood of helping C is even smaller at $h_{A\rightarrow C} = \alpha + 2\gamma + \zeta$ as A maintains a degree centrality of 2, but A and C are not connected.

- Lastly, the lowest predicted likelihood of A helping C is $h_{A\rightarrow C} = \alpha$ in the **empty** network, where there are no social ties in the network.

---

Table A2. Predicted level of help for each pair of positions in each network structure

<table>
<thead>
<tr>
<th>$h_{A\rightarrow B}$</th>
<th>Complete</th>
<th>Circle</th>
<th>Two clusters</th>
<th>C.-P. star</th>
<th>Empty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{A\rightarrow C}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{A\rightarrow D}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{A\rightarrow E}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{A\rightarrow F}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{B\rightarrow A}$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{B\rightarrow C}$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{B\rightarrow D}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{B\rightarrow E}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{B\rightarrow F}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{C\rightarrow A}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{C\rightarrow B}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{C\rightarrow D}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{C\rightarrow E}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{C\rightarrow F}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{D\rightarrow A}$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^1 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{D\rightarrow B}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{D\rightarrow C}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{D\rightarrow E}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{D\rightarrow F}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{E\rightarrow A}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{E\rightarrow B}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{E\rightarrow C}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{E\rightarrow D}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{E\rightarrow F}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{F\rightarrow A}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{F\rightarrow B}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{F\rightarrow C}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{F\rightarrow D}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>$h_{F\rightarrow E}$</td>
<td>$\alpha + \beta\delta^1 + 5\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + 2\gamma + \zeta$</td>
<td>$\alpha + 2\gamma + \zeta$</td>
<td>$\alpha + \beta\delta^2 + \gamma + \zeta$</td>
<td>$\alpha$</td>
</tr>
</tbody>
</table>
D Sample instructions

Below are the instructions for the core-periphery star network. The instructions for the other networks are very similar and are available upon request.

Welcome

Welcome to our decision-making experiment. You will receive some money based on your choices and the choice of others during the experiment. It is important that you do not talk to any of the other participants unless you are told to do so. If you have a question at any time, raise your hand and a monitor will come to your desk to answer it.

Description of each period

In this experiment, you will interact with 5 other people. The people you interact with will not change during the experiment. Everyone’s identity (including yours) will remain anonymous throughout the experiment. Each person is identified with a letter: A, B, C, D, E and F. You will be informed the letter you have been assigned to once the experiment starts. Nobody’s letter will change during the experiment. So for instance, letter B will be the same person throughout the experiment.

The experiment will consist of 15 periods. At the end of the experiment, the points you get from all 15 periods will be summed up, converted to money and paid to you in private. 1 point worth 0.56 cents

In each period, everyone is endowed with 100 points each. In each period, each person will choose how to invest his/her endowment and who benefits from his/her investment. Note that you have to invest all your endowment.

Consequences of your investment decision

The points generated by your investment will depend on the number of people you include in your investment. As the number of people you include increases, the total amount of points generated by your investment increases, but the benefit received by each included person decreases. Note that your investment always includes yourself. Hence, the minimum number of included people is one. You can see the total amounts generated and the benefits per included person in the table below:
The number of people you include in your investment | Total amount of points generated by your investment | Benefit received by each person you include
--- | --- | ---
1 | 100 | 100
2 | 150 | 75
3 | 189 | 63
4 | 220 | 55
5 | 240 | 48
6 | 252 | 42

**Investment screen**

In each period, you have to decide whom to include in your investment. To do this, you use a decision screen like the one below:

As you can see, the screen consists of 4 parts. On the upper-left part, you decide whom to include in your investment. The figure located on the upper-right part of the screen is a visual representation of whom is included in your investment and the benefit each person receives. A line between you and another person signifies that that person is included in your investment. You can see the benefits your investment generates by looking at the number next to each letter.

If you click NO for all the people, it means that you only include yourself in your investment. This case, which is depicted above, implies your receive 100 points from your investment and everyone else receives 0 points.

By clicking YES, you can include people in your investment. For example, once you click
YES for B, you will see that a blue line is formed between yourself (referred as ‘me’) and B. You will also see that the benefit B receives increases to 75 points while the benefit you receive decreases to 75 points. This is the example shown below:

![Diagram showing investment decision and benefits](image)

Once you finalize your decision, you can click the red OK button to proceed to the next period. Before clicking OK button, make sure that the blue lines are formed for the people you want to include in your investment.

Once you click the OK button, the information on whom you included in your investment, who included you in their investment, and the amount of points you earned in this period will shortly appear. You can also see this information for the previous 10 periods on the lower part of the screen.

The lower part of the screen shows the benefits generated by investments in past periods. Specifically, the box on the lower-left side shows the benefits your investment generated in the previous periods and the box on the lower-right side shows the benefits you received from the investments of others in the previous periods.

**Example**

Let us give an example of the consequences of a possible investment decision of yours. Assume you decide to include only yourself in your investment. Since you include 1 person (yourself), 100 points are generated by your investment, and the person you include (which is yourself) receives a benefit of 100 points from your investment decision.

Alternatively, assume that you decide to include C, F, and yourself in your investment as
in the figure below. Since you include 3 persons (C, F, and yourself), 189 points are generated by your investment. Thus, each person you include (C, F, and yourself) receives a benefit of 63 points from your investment decision.

Or, assume that you decided to include all individuals that you interact with in your investment and invest your 100 points as in the figure below. Since you include 6 persons (B, C, D, E, F and yourself), 252 points will be generated by your investment. Thus, each person you include (B, C, D, E, F and yourself) will receive a benefit of 42 points from your investment decision.
Earnings

Like yourself, the people you interact with will also make investment decisions and their decisions will have consequences for you. In other words, just like others benefit from your investment if you include them, you also benefit from the investment decisions of others if they include you. Your total earnings will depend on the benefit you receive from your investment and the benefits you receive from others’ investments.

Let us give an example of the consequences of a possible investment decision of others. Assume that:

- You include B, E and yourself in your investment, and
- B includes E and you in his/her investment, and
- E includes B and you in his/her investment.

In this case, your investment generates 189 points from which you get a benefit of 63. B’s investment generates 189 points from which you get a benefit of 63 and E’s investment generates 189 points from which you get a benefit of 63. Thus you get 63+63+63= 189 points in total.

Alternatively, assume that:

- You include B, E and yourself in your investment, and
- B includes E and you in his/her investment, and
- E only includes B in his/her investment.

In this case, your investment generates 189 points from which you get a benefit of 63. B’s investment generates 189 points from which you get a benefit of 63 and E’s investment generates 150 points from which you get a benefit of 0 since you were not included. Thus you get 63+63+0= 126 points in total.

Communication

In some periods, you will chat with some of the people you interact with before you make your investment decision. In these periods, you will face with two computer screens sequentially. First you will face with a communication screen and after you finish chatting, you will face with a contribution screen to give your investment decision. The communication screen will look like the following:
On the upper-left part of the screen, you will observe the chat box. You will be able to chat with the people that you are allowed to chat in this box.

On the upper-right part of the screen, you will observe the figure that shows the communication structure. A green line between two people means that these two people can chat with each other. You can see the communication structure that you will face during the experiment on the figure above; you observe a line between D and B, B and F, and, F and D meaning that D, B and F can chat between each other. Moreover, as you observe in the figure, B and A can chat between each other, E and F can chat between each other and, C and D can chat between each other.

The lower part of the screen shows contributions in past periods. Specifically, the box on the lower-left side shows your contributions in the previous periods and the box on the lower-right side shows others contributions to you in the previous periods. In these two boxes you can see the past contributions for previous 10 periods.

Once you are done with chatting, please press OK button located on the lower-right part of the screen to proceed to the contribution screen where you will give your investment decision.